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Managing Workflows with ShReek

The Shahkar Runtine Execution Environment Kit (ShREEK) is a threaded
wor kfl ow execution tool designed to run and intelligently manage
arbitrary task workflows within a batch job. The Kit consists of
three main conponents, an executor that runs tasks, a control point
systemto allow reordering of the workflow during execution and a
thread based pluggable nonitoring framework that offers both event
driven and periodic nonitoring. Devel oped specifically to address the
chal I enges of running Hi gh Energy Physics processing jobs in conplex
wor kfl ow arrangenents, with highly varied nonitoring needs, the
ShREEK toolkit is in use at nmultiple HEP experinents, and can be
adapted for a variety of other uses such as w apping batch jobs to
provi de detailed interactive nonitoring for adm nistrators and users
al i ke. In this presentation we will discuss the architecture of the ShReek system

and the experience using it

in several experinment workflows.
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Configuring the CM S Software on OSG
Sites

The configuration of conplex HEP software applications with external dependencies
across diverse grid sites

is difficult. In this paper we present devel opnment work on CMSSof t DB, which has
been used to configure the

CVS software distribute on Open Science Gid sites. CMSSoftDB is a |ightweight,

pyt hon and XM. based t ool

that provides a uniforminterface for dealing with CMS Application Software across
different sites. An XM

based Dat abase structure is used to track software installed on a site including site
and version specific

details, as well as different nethods of installation. This information is then used
to generate site and version

specific runtinme environnents while exposing the sane interface to users. The
CVSSof t DB t ool uses python to

manage and interact with the software netadata published to it. The tool requires
only standard python

libraries and a small disk area to be installed in. It is a site-local command |ine
or python APl tool. CMSSoftDB

allows the setup for any executable at a given site to be expressed in ternms of shell
vari abl es and commands

for a specific shell, including any scramdetails if required, and stores themin an
XML DB. The user conmand

line APl then allows the user access to that tool wi thout having to know specifics of
the site or software

version to use it. CVSSoftDB was originally devel oped to provide a uniforminterface
to CV5 Sof t ware

installations for OSG sites, by allowing site and version specific information to be
held in a site-local instance

of CMBSoftDB, which is made available to users in a common | ocation. Generic OSG jobs
can then go to any

site and set up the software needed in a uniform manner.
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On Demand, Policy Based Monte Carlo
Production and Tracking, Leveraging
Clarens, MonALISA and RunJob

We describe a set of Wb Services, created to support scientists in performng

di stributed production tasks

(e.g. Monte Carlo). The Web Services described in this paper provide a portal for
scientists to execute different

production workfl ows which can consist of many consecutive steps. The main design
goal of the Web Services

di scussed is to provide controlled access for (rmultiple) set(s) of users in different
roles (e.g. scientists,

adm nistrators, grid operators,...) to conplex production workflows w thout the added
troubl e of updati ng,

configuring, and patching these ever evol ving applications and keep the users focused
on their core tasks

(running production), while experts at the tier2 centers keep the software up to
date. Once users execute a

wor kfl ow they recieve a tracking nunber that is used to track the job status which is
propagat ed t hrough

MonALI SA. Job anomalies can be further investigated using the JobMon service. The Wb
Servi ces have been

impl enented inside the Clarens Wb Service framework. This Python (and Java) based
framewor k provides

anongst others, x509 authorization, access control and VO managenent for its

servi ces. The Wb Services

di scussed in this paper re-use several of these O arens conmponents in providing
access control and usage

quotas. Initially the services described in this paper where devel oped to support
users in Mnte Carlo

production activities, however due to their generic design, can be used to expose
other (potentially conplex)

applications to users as will be shown in this paper.
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Development of the Tler-1 Facility at
Fermilab

CMS is preparing seven renote Tier-1 conputing facilities to archive and serve
experinent data. These

centers represent the bulk of CMS's data serving capacity, a significant resource for
reprocessing data, all of

the simulation archiving capacity, and operational support for Tier-2 centers and
anal ysis facilities. In this

paper we present the progress on deploying the largest renote Tier-1 facility for
CMS, |located at Ferm | ab.

We will present the devel opnent, procurement and operations experiences during the
final two years of

preparation. We will discuss the devel opnment and depl oyment to support grid
interfaces for the Wrl dwi de

LHC Conputing Gid and the Open Science Gid on the same physical resources. W
will outline the

har dwar e sel ection and procurenent and plans for the future to neet the needs of the
experinent and the

constraints of the physical facility. W will also discuss the successes and

chal | enges associated with

enabling a nass storage systemto neet the various experinental needs at a
significant increase in scale over

what is currently achievable. Finally we will discuss the nodel to support US
Tier-2 centers fromthe Tier-1
facility.
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Distributing software applications based on
runtime environment

Packagi ng and distribution of experinent-specific software becones a
conplicated task when the nunber of versions and external dependencies
increases. In order to run a single application, it is often enough to
create appropriate runtinme environnent that ensures availability of
required shared objects and data files. The idea of distributing

sof tware applications based on runtinme environnent is enployed by
Distribution After Release (DAR) tool. DAR allows to autonatically
replicate application's runtinme environnment based on the reference
software installation. Assuming that software is rel ocatable, applications
can be packaged into a conpletely self-consistent "darball" and executed
on any conputing node, which is binary conpatible with the reference
software installation. Such |ight-weight distribution can be used on
opportunistic GRID resources to avoid excessive efforts of conplete
installation of experiment-specific software. For over three years, DAR too
has been successfully used by CMs for Monte-Carl o nass production, hel ping
physicists to get results earlier. In version 2, DAR was conpl etely

redesi gned, optimzed, and enriched with new features, ready to neet
future chal l enges. The paper presents general concept of the tool and

new features available in DAR 2.
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Development of the Monte Carlo
Processing Service for CMS

The Monte Carl o Processing Service (MCPS) package is a Python based workfl ow
nodel | i ng and job creation package used to realise CM5 Software workfl ows

and create executable jobs for different environnents ranging fromlocal node
operation to wi de ranging distributed conputing platforns. A conponent based
approach to nodel ling

workflows is taken to allow both executable tasks as well as data handling and
managenent tasks to be included

within the workflow. Job Creation is controlled so that regardl ess of the
conponent s used,

a common sel f contained job sandbox and execution structure is produced
allowing the job to be run on nost batch systens via a subm ssion interface. I'n
this presentation we will

di scuss the architectural choices nade in MCPS, the devel opnment status, and
experiences deploying to both the

European and U. S Gid infrastructure.
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Schema Independent Application Server
Development Paradigm

The idea of an application database server is not new. It is a key elenent in nulti-
tiered architectures and

busi ness application frameworks. W present here a paradi gm of devel opi ng such an
application server in a

conpl ete schenma i ndependent way. W introduce a Generic Query Cbject Layer (QOL) and
set of Database/

Query Objects (DQD as the key conponent of the nulti-layer Application server
alongwith set of tools for

generating such objects. In Query Cbject Layer each database table is represented as
a C++ (bject (Database

Obj ect) and structured conplex queries spanning nultiple tables are witten into

Obj ect Representati ons,

calling them Query Objects. Al database operations (select/insert etc) are perforned
via these Objects. In

general, devel opnents of such servers tend to pre-identify interesting join
conditions and hardwi re queries

for such Query Objects, for the ease of devel opnent. W have tried to enhance this
concept by generalizing

creation of such Query Objects based on existing/defined relations anong the tables
involved in the join, like

foreign key relations, and any other user-defined join-condition. Al so delaying and
general i zing creation of

actual SQ Query till the execution tinme. This is an enornously conpl ex task, joins
with cyclic conditions and

mul ti-relations going to sane table are hard to convert into Query Objects. The task
is divided into three

maj or conponents. A SQ Parser that reads-in Table definitions and create C++ (bjects
(Dat abase bjects). A

Query Object View Creator that generates Query (bject according to existing and user-
defined join conditions

for multiple tables. And Object Layer Algorithnms that are generic enough to deal
with any Dataset or Query

Object. In addition to this the whole fabric of Application server is tied by
exchangi ng sel f descri bing objects

that do not need any changes in case of a schena change. The Business Logi c Layer can
be quickly built for

know set of operations, wittens as "Managers" and Client interface is done through
data structures that can

al so be sem -generated through SQU Parser. The process of adapting the systemfor a
new schema is very

fast. The mai ntenance over head is also very |ow
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Distributed CM S Analysis on the Open
Science Grid

The CMS conputing nodel provides reconstruction and access to recorded data of the
CVS detector as well as

to Monte Carlo (MC) generated data. Due to the increased conplexity, these
functionalities will be

provided by a tier structure of globally |ocated conputing centers using GRID
technol ogies. In the CVMS

basel i ne, user access to data is provided by the CM5 Renpte Anal ysis Buil der (CRAB)
anal ysi s tool which

enabl es the user to execute analysis applications on locally resident data using GRI D
tool s i ndependent of the

geographical location. Currently, nostly two different tool kits provide the needed
functionalities, the

Wor | dwi de LHC Conputing Grid (LCG and the OpenScience Gid (0OSG. Due to
infrastruture and service

di fferences between the two toolkits, analysis tools devel oped for one are
frequently not imediately

conpatible with the other.. In this paper, we will describe the devel opnent of
additions to the CRAB tool to

run user analysis on OSG sites. W will discuss the approach of using the GRID
subm ssion of the CONDOR

batch system (CONDOR-G) to provide a sandbox functionality for the user's analysis
job. For LCG sites, this is

provi ded anongst other things by the resource broker. W will discuss the differences
of user analysis on LCG

and OSG sites and present first experiences running CVMS user jobs at OSG sites.
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Automatic Publishing and Prepatation of
CMS Simulated Datasets

Event Data is CVM5 is viewed as set of Datasets organized in a federation. |ndividual
dat asets are described by

the META Data associated with each dataset. The distributed nature of data
production (MC Sinul ation) has

caused description of datasets scattered over several systens. This includes a
central database called Ref DB

(Reference DB) that holds a considerable portion of META Data required to describe a
dat aset and sites

paraneters that host data. In order to create a usable federation, datasets needs to
be described collecting all

scattered descriptions and then published for users to access. Mre specifically,
individual files within

dat asets needs to be catal oged and each run need to be described in META Data to
correspond to related files.

The whol e process of publishing is set of several cunbersone steps. CVBGLIDE is a
tool built using the

wor kfl ow framewor k depl oyed for CMS production that creates the dataset. Dataset
Publishing is also an

internediate step for MC Production chain and the officilal CMS sinmulation production
tool has a specific

dependency on CVMSGLIDE. CMBGLIDE is integrated with other tools |like the CVS
publication and transfer tools

and is widely used within CVs. In the presentation we describe the devel opment and
operations of CMSGLI DE

and the integration of the tool into the CM5 data managenent system
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